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SECTION — A
Answer ALL the following questiot (10 x 2 = 20 marlk)
1. Briefly explain the ‘Data Exploration’ stage of Mwdariate Analysis
2. State the relationship among -Cov matrix, Correlation matrix and Standard Dewatmatrix
3. Give the motivation for ‘statistical distanc
4. State the kernel estimate of a multivariate
5. State the m.g.f. of multivariate normal distributic
6. State the Tstatistic for testing hypothesis about the mearnoresf amultivariatenormal
population.
7. Explain use of ‘Dendogram’ in cluster analy
8. Mention any two criteria for obtaining ‘good’ claésation procedure
9. State the test for significance correlation coefficient in a bivariate normal pogida.
10. Define Multiple Correlation Coefficien
SECTION - B
Answer any FIVE questions (5x 8 =40 marks

11.Briefly explain the terms ‘Sorting / Grouping’ and ‘Eretion’. Give ree-life examples of these
two objectives which are addressed by multivamaéthods
12.Describe the scatter plot enhancement u'lowess curve’

13.1f X ~ Np(n, £ ) and C is a nc¢-singular natrix of order p x p, show that CN, (Cu,
C2C"). Hence, deduce the distribution of DX where & i$ x p matrix with rank c< p).
® ®
14.1f X = B(((Z)} ~ N, (1,Z) andp andX are correspondingly partitioned [’U(Z)} and
U

Z11 Z12 h Xl) (2) : : : : :
s , show that X’ and X’ are independent if and only if each covariance wdraable
21 22
from X and a variable from @ is zero.

15. Show that the criteria of minimizing ‘Total Probhtlyi of Misclassification’ and maximizin
‘Posterior Probabilities’ lead to the same procedas ‘Minimum ECM’ rule with eque
misclassification costs.

16. Develop the MANOVA for comparing mean vectors afuanber of normal populations a
explain the test procedufer the same¢

17.Explain the Weighted Least Squares Method and gréximat-Simple Method of finding th
Factor Scores.

18. A consumerpreference study on a food product was carriecodtthe ratings given k
consumers on five attributes were measurefactor analysis was performed from the correla
matrix and some partial results of the same arergbelow. Fill up the missing entri

| Variable | Factor loading | Rotated Factof CommunalitiéSpecific |




R [ Loadings h? variances
Fy F
1. Taste 0.56 0.82 0.02 ] _
2. Moneyvalug 0.78 -053  -0.01 _
3. Flavour 0.65 0.75 0.13 _
4. Suitability 094 -0.110.84 _ _
5. Energy 0.80 -0.54 —0.02
SECTION-C
Answer any TWO questions (2 x 20 = 40 marks

19. (a) Develop the multivariate normal density funatio
(b) Show that the sample mean vector and the savapleov matrix, based on a random samp
from a multivariate normal distribution, are indagdent.
(10 + 10)
20.(a) Discuss ‘Hierarchical Agglomerative and Divisimethods’ of clustering items. Present the
algorithm of agglomerative methods. Present a &itjue display of the measure of between-
cluster distances in the different linkage methods.
(b) Explaining the notations, enlist any four semity measures for pairs of items when variabl
are binary and state their rationale. (12 + 8)

21. Stating the motivation and formal definition, derithe Fisher's (multiple) discriminant function

22.(a) Define ‘Principal Components’ and bring outithielationship with eigen values and eigen
vectors of the var-cov matrix of the underlyingadam vector.
(b) Explain the ‘Orthogonal Factor Model’ and deagethe notions of ‘communality’ and
‘specific variance’. Briefly sketch the ‘Princip@omponent Method’ of estimating the parame
of the model. +82)
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